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Abstract—Stream processing systems commonly work with
auto-scaling to ensure resource efficiency and quality of service
(QoS). Existing auto-scaling solutions lack accuracy in resource al-
location because they rely on static QoS-resource models that fail to
account for high workload variability and use indirect metrics with
much distractive information. Moreover, different types of QoS
metrics present different characteristics and thus need individual
auto-scaling methods. In this paper, we propose a versatile auto-
scaling solution for operator-level parallelism configuration, called
AuTraScale+, to meet the throughput, processing-time latency,
and event-time latency targets. AuTraScale+ follows the Bayesian
optimization framework to make scaling decisions. First, it uses
the Gaussian process model to eliminate the negative influence
of uncertain factors on the performance model accuracy. Second,
it leverages the expected improvement-based (EI-based) acquisi-
tion function to search and recommend the optimal configuration
quickly. Besides, to make a more accurate scaling decision when the
new model is not ready, AuTraScale+ proposes a transfer learning
algorithm to estimate the benefits of all configurations at a new
rate based on existing models and then recommend the optimal
one. We implement and evaluate AuTraScale+ on the Flink plat-
form. The experimental results on three representative workloads
demonstrate that compared with the state-of-the-art methods, Au-
TraScale+ can reduce 66.6% and 36.7% resource consumption, re-
spectively, in the scale-down and scale-up scenarios while achieving
their throughput and processing-time latency targets. Compared
with other methods of optimizing event-time latency, AuTraScale+
saves 26.9% of resources on average.

Index Terms—Auto-scaling, Bayesian optimization, streaming
system.

I. INTRODUCTION

S TREAM processing systems (SPSs), such as Flink [1],
Spark [2], and Storm [3], have been widely used in anomaly

detection, ad-hoc analysis, real-time index building, and many
other scenarios. The data from these scenarios is continuously
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Fig. 1. An example of the stream processing scenario. The workflow of a
streaming job. A,B,C,D,E represent five operators in the logical graph of
this job. Xi (X ∈ {A,B,C,D,E}) denotes the ith instance of operator X .

generated at a fast and time-varying rate, then cached by some
messaging system like Kafka, and finally analyzed by a job pro-
gram in stream processing systems (see Fig. 1). The job program
can be modeled into a directed acyclic graph (DAG) composed
of several operators (like map and filter). Each operator can
be executed by multiple instances, whose quantity is called the
operator’s parallelism. When the input data rate changes, the sys-
tem needs to adjust these operator-level parallelism parameters
in a timely manner to guarantee the quality of service (QoS) and
minimize resource usage. Traditionally, those parameters are set
by manual tuning, which takes too much time and easily results
in sub-optimal configurations. Therefore, automated on-demand
scaling technologies have become necessary to find optimized
configurations avoiding both resource waste and QoS violation.

A practical auto-scaling solution in stream processing systems
should fulfill three crucial criteria as follows. 1) Versatility. The
solution should accurately model complex and unknown rela-
tionships between parallelism parameters and diversified QoS
metrics (i.e., throughput, processing-time latency, and event-
time latency mentioned in Fig. 1). 2) Efficiency. Considering
frequent changes in data rates and expensive reconfiguration
overheads, the optimization algorithms used by the solution
should experience as few iterations and time as possible to find
the optimal parallelism configuration to meet diversified QoS
requirements. 3) Robustness. The solution should be robust to
data rate fluctuations, i.e., to make scaling decisions rapidly and
precisely even when a new performance model is not trained
well in the initial phase of the rate changes.
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TABLE I
COMPARISON OF EXISTING AUTO-SCALING SOLUTIONS IN STREAM PROCESSING SYSTEMS

In the literature, some auto-scaling solutions in stream pro-
cessing systems make resource scaling decisions based on QoS
thresholds or specific rules [4], [5], [6], [7], [8] depending on
simple yet indirect metrics, such as backpressure (or conges-
tion) [9], [10], queue size [9], [11] and observed rate [10], [12],
[13], [14], [15]. These metrics can not indicate the true task
processing rate (i.e., the throughput of operator instances), which
may lead to more configuration iterations before requirements
are met and even resource over- or under-provisioning. Some
studies rely on queueing theory models [16], [17], [18], [19],
[20], [21], [22] to model the relationship between the aver-
age total sojourn time (i.e., processing latency) of input data
in stream processing system and parallelism parameters, then
make reconfiguration decision for minimizing latency based on
these models’ estimation. However, their estimation accuracies
heavily rely on strong assumptions about the logical structure of
jobs and data rate distribution. Once these assumptions can not
be satisfied, their decision-making process will converge slowly
and even end up with poor scaling schemes. Reinforcement
learning solutions [23], [24] for resource scaling in the cloud
are too expensive to be suitable for dynamic stream processing
systems. The popular dataflow-based auto-scaling solutions like
DS2 [25] efficiently optimize throughput but do not guarantee
latency requirements. In summary, none of the existing solu-
tions can fulfill the three crucial criteria–versatility, efficiency,
and robustness–for resource auto-scaling in stream processing
systems, as outlined in Table I.

In this paper, we propose a versatile auto-scaling solution, Au-
TraScale+, tailored for the streaming job with varying data rates
to guarantee its throughput, processing-time latency, and event-
time latency requirements. Driven by the Bayesian optimization
framework, AuTraScale+ accurately models the intricate rela-
tionships between QoS metrics and parallelism configurations,
efficiently identifying optimal configurations that guarantee
quality of service while conserving resources. Additionally, con-
sidering the interplay among three QoS metrics, AuTraScale+
follows a specific optimization order. Initially, it determines the
minimum parallelisms for all operators to align throughput with
the input data rate, ensuring a steady state where accumulated
data ceases to increase. Subsequently, AuTraScale+ constructs
a comprehensive benefit model across various parallelism con-
figurations, seeking an optimal parallelism configuration to
fulfill processing-time latency requirements while minimizing

resource consumption. Lastly, within the steady-state system
and with known processing-time latency, AuTraScale+ aims to
identify optimal parallelisms capable of processing redundant
accumulated data within a specified timeframe, thereby main-
taining event-time latency below its threshold.

We tackle three main challenges when designing Au-
TraScale+. First, building an accurate performance model for
throughput and latency is difficult due to the diverse system
environment and job structure. As discussed earlier, existing
throughput metrics and queueing model-based latency models
have their limitations. In AuTraScale+, a new throughput metric
for the operator instance, named the true processing rate [25],
is used to guide parallelism configuration. Moreover, latency
performance models are built based on the Gaussian process,
which can avoid defining model structures in advance and filter
out the interference of underlying uncertainties. Second, vast
operator numbers and parallelism knobs challenge the algorithm
to rapidly find the optimal configuration that meets the QoS
target and minimizes resource usage. To tackle it, AuTraScale+
designs a comprehensive benefit scoring function for evaluating
all configurations and selects the optimal one by comparing
their maximum expected increment (EI). Meanwhile, we adopt
the Bayesian optimization (BO) framework to integrate GP-
based model training and EI-based heuristic searching policy to
improve scaling decisions iteratively. Third, it is unacceptable
to train performance models slowly when the input data rate
rapidly changes, which may cause inaccurate or outdated scaling
decisions and additional reconfiguration costs. Considering the
potential relationship between performance models correspond-
ing to different rates, AuTraScale+ proposes a transfer learning
algorithm to fully use trained models at the old rate to estimate
new samples at the new rate and explore the optimal parallelism
configuration quickly based on these estimations.

We implement and evaluate AuTraScale+ based on the Flink
framework, and the experimental results on three representative
workloads demonstrate its efficacy. Specifically, it can achieve
the throughput target within four iterations at most. On the
premise of ensuring the processing-time latency requirement,
it reduces 66.6% and 36.7% resource usage, respectively, in
the scale-down and scale-up scenarios compared with the state-
of-the-art methods. When event-time latency targets are met
on Yahoo Streaming jobs, AuTraScale+ saves an average of
26.9% parallelism resources compared with the other three
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scaling methods. Compared with our earlier version’s traditional
transfer learning method, the more lightweight one achieves
1.17-1.9x speedup and saves 20-84% resource on average at
optimal parallelism configuration.

The main contributions in this work are as follows:
� We abstract the relationship between the parallelism and

QoS metric in streaming systems to a Gaussian process
model, which is trained by the data containing the interfer-
ence due to resource contention, so the prediction results
can be more accurate.

� We propose an automated scaling solution based on
Bayesian optimization to update Gaussian process models
and recommend better parallelisms iteratively for meeting
different QoS targets. The acquisition function is used to
improve the search efficiency of optimal solutions and
reduce reconfiguration costs.

� We propose a lightweight transfer learning algorithm to
make full use of the trained model to find the optimal con-
figuration quickly at a new data rate, significantly reducing
model retraining costs.

The rest of the paper is organized as follows. We elaborate
system model and problem definitions in Section II. Then, we
analyze key challenges and the potential of Bayesian optimiza-
tion in Section III. The design details of AuTraScale+ with
performance models and optimization algorithms are presented
in Section IV. Experimental results are presented and analyzed
in Section V. We discuss related work in Section VI and conclude
the paper in Section VII.

II. SYSTEM MODEL AND PROBLEM DEFINITION

This section describes our system model, including node
roles, architecture components, and some system assumptions.
Then, we define a general resource scaling problem and decom-
pose it into three optimization subproblems based on different
QoS requirements.

A. System Model

We consider a cluster consisting of multiple physical nodes to
run a stream processing job and achieve resource auto-scaling,
as shown in Fig. 2. The logic of a stream processing job includes
several operators, and each can be executed by multiple instances
like Fig. 1.

1) Node Roles. Master: It is a manager responsible for task
scheduling, resource management, and scaling decisions. The
Job Manager component of the stream processing system pro-
vides the first two functions. Among them, Task Scheduler
splits the job into several tasks and allocates them into different
execution nodes (called Workers). Resource Manager manages
the status of all nodes in this cluster to schedule idle nodes or
release used nodes according to Task Scheduler’s requirements.
The master node also incorporates components associated with
auto-scaling, such as the Metric Aggregator, Scaling Manager,
and Policy Controller. These components are responsible for
gathering QoS metrics, determining whether scaling should be
initiated, and making configuration decisions accordingly.

Fig. 2. The system model of AuTraScale+.

Task Worker (T-Worker): It maintains a Task Manager com-
ponent to receive and execute one or more tasks allocated by
Job Manager, then feedback task status and metric information
to the Master node. The resource on the Worker Node is divided
into multiple units (called slots in Flink), and each unit is
responsible for executing a task. Here a task represents a single
operator’s instance or a set of instances from different operators,
which depends on the Task Scheduler’s decision as much as
the mapping between tasks and nodes. The scheduling decision
affects the quality of service of the whole job, but it is beyond
the scope of this paper. We discuss the relationship between
resource scaling and QoS metrics under the same scheduling
decision (using Task Scheduler’s default setting).

Data Worker (D-Worker): It runs the messaging system (like
Kafka or Redis) to cache data from users and then sends them
into Worker nodes following the first-come-first-served rule.
Data Worker is used to relieving the pressure on the Task Workers
when the input data rate is much higher than the processing rate
of the system such that tasks can run smoothly and correctly.
However, it also brings a waiting delay to the input data and
affects the event-time latency users focus on. Therefore, we also
set a metric monitor on it and feedback its status to the Master
Node.

2) Assumptions: We make the following assumptions about
the above system architecture.

QoS threshold: Users can choose single or multiple opti-
mization problems at the same time and set their corresponding
thresholds. When a user wants to optimize both types of latency,
we specify that the event-time latency is greater than or equal to
the processing-time latency.

Balanced load: The streaming systems encapsulate resources
like CPU and memory in the form of slots, which are fixed
subsets each worker’s resources are divided into. Data arriving
at an operator is assigned to its instances, each in a different slot
by specific rules. We assume each instance of the same operator
has the same amount of data, like [17], [25].

No bandwidth limitation: We assume that the network does
not bottleneck the system. In practice, if the network traffic to
a server is too high, meeting the latency requirement for high
responsiveness is usually impossible.
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TABLE II
THE DEFINITION OF THREE QOS METRICS

Adequate resources: We assume that the cluster resources
are enough to support the QoS requirements of the workload.
It means there is no such situation where all resources are
exhausted, but the QoS requirement is still unable to meet. For
QoS optimization with limited resources, some task scheduling
methods can be considered, such as [29] and [30].

Control period: AuTraScale+ targets for workloads whose
variation period of input data rate is larger than its convergence
time like other controllers [25]. For those workloads that change
on a shorter period, other solutions like backpressure mecha-
nism [1], [31], data buffering or load shedding [32], [33], [34]
may outperform auto-scaling techniques.

B. Problem Definition

We focus on the resource scaling problem on the above
system model when the input data rate changes, which targets
minimizing resource usage and QoS violation. Here, a streaming
job can be modeled as a directed acyclic graph G = (V,E),
where the set of vertices V denote operators and the set of edges
E denote data dependencies between different operators. This
graph will be transformed into a physical execution plan which
maps operators to compute resources according to parallelism
configuration and scheduling strategy (as shown in Fig. 2).
Under a specific scheduling strategy, we discuss the following
resource scaling problem.

Resource Scaling Problem: Given a streaming job (a static and
known DAG) with operators o1, o2, . . ., oN and input data rate λ,
to find out the minimum parallelism πi for each operator oi such
that some QoS metrics satisfy the user-specific requirements.

In this paper, we mainly focus on three critical QoS metrics:
throughput, processing-time latency, and event-time latency.
Their definitions are shown in Table II. Such that, we decompose
the above resource scaling problem into three optimization
subproblems to meet their requirements.
� Throughput optimization (TO): This problem targets to find

the minimum parallelism parameter πt
i for each operator oi

(denote as πt) that allows the throughput to catch up with
input data rate (λ).

� Processing-time latency optimization (PLO): This problem
targets to find minimum parallelism parametersπp

i for each
operator oi (denote asπp) such that the average processing-
time latency (lp) is less than the threshold Lp provided by
the user.

Fig. 3. The logical relation of three optimization subproblems.

� Event-time latency optimization (ELO): According to the
definition, event-time latency is the sum of processing-time
latency and waiting latency (le = lp + lw). Given a fixed lp,
the objective of this problem is to find minimum parallelism
parameters πe

i for each operator oi (denote as πe) so that
the system can consume a proper amount of accumulated
data within a given time limit to decrease lw until le ≤ Le

(Le is the threshold).
Discussion: The solution to TO (πt) gives a lower bound on

the parallelism configuration to ensure the system’s processing
rate can catch up with the input data rate. πt can guarantee the
amount of accumulated data in input/output network buffers of
each operator instance on Task Worker and caching queues on
Data Worker is no longer continuously increasing; hence, two
latency metrics is stable. Therefore, throughput optimization is
a prerequisite for discussing two latency optimization problems,
and πt is the lower bound of the solution configuration for P2
and P3. The waiting time in input/output network buffers on
each instance affects data’s processing-time latency, so we need
to take this uncertain factor into account to solve PLO and obtain
the parallelism configuration πp when lp > Lp. After solving
PLO, we obtain a definite lp and ELO starts to be solved. The
logical relation of three optimization problems is shown in Fig. 3.

AuTraScale+ follows the above logic to achieve resource
scaling in stream processing systems while meeting different
QoS requirements. It tends to propose more accurate perfor-
mance models against interference and more efficient search
strategies for every optimization problem than existing solutions
(see Section IV for details).

III. CASE STUDIES AND OPPORTUNITIES

In this section, we identify the challenges of solving the above
resource scaling problem in streaming systems via case studies,
and introduce the opportunities the Bayesian optimization algo-
rithm brings to address these challenges.

A. Case Studies and Challenges

Following the system model in Section II-A, we built a
testbed in which the Kafka message system was deployed on
the D-worker to cache data, and the Flink streaming system
was deployed on multiple T-workers to process data. We run
a simple WordCount Streaming job containing four operators
(Source, FlatMap, Count, and Sink) on this testbed and monitor
all key metrics (throughput, processing-time latency, event-time
latency, data lag on the D-Worker) to help us obtain valuable
observations.
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Fig. 4. The running results of the WordCount Streaming job with the fixed
parallelism and increasing data rate: Parallelism under-provisioning leads to
non-trivial data lag and end-to-end latency.

CASE 1: Fixed parallelism and increased data rate to reveal
the consequences of suboptimal configurations.

In this case, the parallelism of each operator is set to 2 and
remains the same. The input data rate starts from 100k records/s
and increases every 10 minutes by 50k records/s. Fig. 4(a) shows
the changes in both the input data rate and throughput, and
Fig. 4(b) shows the changes in the two types of latencies and
the data lag during the experiment.

Observation 1: When the input data rate increases and exceeds
the upper bound of the throughput with the fixed parallelism
configuration, data are accumulated in Kafka, and both types
of latency will continue to increase. Ultimately, this under-
provisioning status results in serious QoS violations.

As shown in Fig. 4(a), when the input data rate is 100k
records/s, 150k records/s, or 200k records/s, the throughput
of the job can meet the input data rate and there is no data
accumulation in the Kafka. In Fig. 4(b), two types of latency
temporarily peak when the job starts and then gradually flatten
out. When the input data rate reaches 250k records/s, the job
throughput begins to lag behind for a short time. The data
begins to accumulate in Kafka, and two types of latency begin to
increase. Then, the input data rate increases to 300k records/s,
which is significantly greater than the fixed parallelism config-
uration’s processing capacity, while the job’s throughput still
maintains at 250k records/s. The growth rate of the accumulated
data in Kafka and two types of latency in Flink increase until
the test ends at the 50th minute.

This case shows that it is necessary to adjust the paral-
lelism configuration and resource allocation when the data rate
changes. The suboptimal configurations will result in under-
or over-provisioning. Lack of resources will result in data pro-
cessing lag and increased latencies, while redundant resources
can be wasted if the data rate decreases. However, dynamically
allocating resources for jobs is challenging, as shown by another
set of our experiments as follows.

CASE 2: Fixed data rate and increased parallelism to identify
the challenges of resource auto-scaling.

We execute six independent small tests on the above testbed,
in which each test’s input data rate maintains at about 300k
records/s, and the operator parallelism is (1, 2, 3, 4, 5, 6)
respectively. The results are shown in Fig. 5.

Observation 2.1: The relationship between operator paral-
lelism and QoS metrics is not linear.

Fig. 5. The running results of the WordCount Streaming job with the fixed
data rate and increasing parallelism. p represents the operator parallelism. 1)
There is a nonlinear relationship between the parallelism and QoS metrics. 2)
The appropriate parallelism brings QoS benefit, but a higher parallelism may
not gain lower latency or higher throughput.

In Fig. 5(a), in the first three sets of tests, the parallelism
is 1, 2, and 3, but the corresponding throughput is about 150k
records/s, 250k records/s, and 275k records/s respectively. The
multiplying growth of parallelism does not provide the propor-
tional increase in throughput. Similarly, the relationship between
processing-time latency and operator parallelism is also not lin-
ear, as shown in Fig. 5(b). The reasons for this phenomenon can
be synchronization and resource competition between different
operator instances.

Observation 2.2: The event-time latency highly correlates
with data lag and processing-time latency.

In the first three tests of Fig. 5(b) (when the throughput cannot
catch up with the data input rate), the event-time latency rises
proportionally with the growth of accumulated data in Kafka. In
the last three tests of Fig. 5(b) (when the throughput is equivalent
to the data input rate), no data is accumulated, and the event-
time latency is likely equal to the processing-time latency. A
similar observation also appears in Fig. 4(b), which motivates
us to optimize event-time latency by consuming accumulated
data after processing-time latency optimization.

Observation 2.3: The appropriate parallelism brings through-
put and latency benefits, and higher parallelism may not be
better.

Comparing the latency between the first three tests and the last
three tests in Fig. 5(b), we find that improving the parallelism is
helpful in reducing two types of latency on the whole. However,
the latter two tests (The latencies are 100 ms and 125 ms, re-
spectively) also indicate that increased parallelism may increase
communication cost [35] and thus increase the processing-time
latency. In Fig. 5(a), the throughput is throttled by the input data
rate in the last three tests, so redundant parallelism is wasted.

Key Challenges: Based on the above case studies, We state
that the relationship between operators’ parallelism (resource
allocation) and different QoS metrics is greatly complicated
by synchronization, resource contention, communication, and
system scheduling policies. The main challenge to identifying
the appropriate parallelism configuration when the workload
changes is dealing with this unknown relationship.

B. Opportunities

To deal with the above challenges, we need a method that can
capture the unknown relationship between resource allocation
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and QoS metrics (e.g., throughput and latency), and recommend
the most appropriate parallelism configuration for the applica-
tion. Bayesian optimization (hereinafter referred to as “BO”) is
what we need. First, it uses the surrogate models, such as Gaus-
sian process regression and random forests, to approximate the
real relationship, and does not require the specific mathematical
formula about the objective function and the input variables.
Second, the goal of BO is to find the input variables that op-
timize the objective function with as few rounds of executions
as possible. This is also consistent with the goal of minimiz-
ing reconfiguration overheads caused by scaling decisions in
streaming systems. Therefore, this black-box method to solve
optimizing objective functions is very suitable for auto-scaling
scenario in the streaming system.

Mathematically, Bayesian optimization can be expressed by
(1):

x∗ = arg max
x∈A⊂Kd

f(x) (1)

AuTraScale+ takes the parallelism of each operator as the
input variable x, and takes a scoring function that quantifies the
comprehensive benefits of service quality and resource usage
with the given parallelism as the objective function f . The goal
of AuTraScale+ is to find the most profitable parallelism configu-
ration scheme to maximize the scoring function in the minimum
number of iterations. In this paper, Bayesian optimization also
involves the selection of the surrogate model, acquisition func-
tion and the initial training data, as elaborated in the next section.

IV. DESIGN OF AUTRASCALE+

We elaborate on the details of AuTraScale+ in this section.
The frequently used notations throughout the paper are summa-
rized in Table III.

A. Overview

Recall three scaling-related components on the master node
depicted in Fig. 2, namely the Metric Aggregator, Scaling
Manager, and Policy Controller. AuTraScale+ relies on these
three components to implement resource auto-scaling work-
flow. More importantly, AuTraScale+ integrates three Bayesian-
driven modules (TO Solver, PLO Solver, and ELO Solver)
into the Policy Controller for solving three QoS optimization
problems mentioned in Section II-B.

1) Auto-Scaling Workflow: AuTraScale+ achieves a con-
trol cycle of monitoring, analyzing, planning, and executing
(MAPE) [36]. When the job is running, this control cycle runs
periodically to guide the system to scale in or scale out resources
appropriately for ensuring QoS requirements [37], [38], [39].

Specifically, metric monitors on different workers periodi-
cally gather throughput or latency information and report them
into Metric Aggregator on the Master node (Monitor). Metric
Aggregator selects and integrates the metric information moni-
tored, such as calculating the total processing rate of all instances
of each operator, and sends them to the Scaling Manager. The
Scaling Manager judges whether the resource configuration

TABLE III
SYMBOLS USED IN THIS PAPER

Fig. 6. The design overview of AuTraScale+.

needs to be adjusted and issues a scaling signal to Policy Con-
troller (Analyze). Then Policy Controller runs scaling algorithms
to make a new configuration decision and notifies Task Scheduler
to execute (Plan). Task Scheduler stops and stores the current
status information of the job, then restarts it using the new
configuration. (Execute). This control cycle is driven by scaling
algorithms in Section IV without user participation.

2) Solver Modules: Three solver modules (TO Solver, PLO
Solver, and ELO Solver) in the Policy Controller are designed
to make scaling decisions for ensuring throughput, processing-
time latency, and event-time latency requirements. Their design
details are summarized in Fig. 6. When the Scaling Manager
sends a scaling signal, AuTraScale+ first calls TO Solver to find
minimum parallelisms for all operators to make the throughput
catch up with the input data rate, ensuring accumulated data on
the D-Worker is no longer increasing. Then, the PLO Solver is
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called to optimize processing-time latency. Finally, in the steady-
state system with known processing-time latency, ELO Solver
targets to find optimal parallelisms that can consume redundant
accumulated data within a specific time limit so that event-time
latency is lower than its threshold.

Specifically, TO Solver relies on an instance-level rate model
and an iteration solution with forward stepwise along data flow.
First, the instance-level rate model is used to measure the actual
processing rate of each operator instance, eliminating the impact
of data pending time on the rate calculation, and more truly
reflects the instance’s processing ability. Second, TO Solver
calculates the number of instances required for each operator to
reach the target throughput, starting from the data source node
of the DAG and following the data flow direction. This process
is called stepwise iteration optimization in Section IV-B.

PLO Solver follows Bayesian Optimization (BO) framework
to train a benefit model and recommend the better parallelism
configuration using an expected improvement-based acquisition
function iteratively until the processing-time latency is lower
than the threshold (Basic steps). Specifically, the Gaussian
process-based benefit model can cover the impact of interfer-
ence and model the nonlinear relationship between latency and
parallelism more accurately; the acquisition function can speed
up the search process of the solution and minimize the number
of iterations to find the optimal solution. Besides, the PLO solver
can trigger transfer learning-based advanced steps to make more
accurate scaling decisions when the benefit model is not fully
trained in the initial phase of a new data rate.

ELO Solver temporarily increases parallelisms to consume
redundant accumulated data on the Data Worker until the event-
time latency is lower than its threshold after optimizing the
processing-time latency. The key is to find the appropriate paral-
lelism configuration (πe) to consume a specified amount of data
within a given time limit, i.e., reach a specific throughput target
while minimizing resource usage. To this end, in Section IV-E,
ELO Solver first uses a data backlog model to determine this
new throughput target and then calls BO-driven offline profiling
to find the optimal solution.

B. TO Solver

Throughput optimization solver (TO Solver) finds the min-
imum parallelism configuration that allows the throughput to
catch up with input data rate based on the instance-level rate
model and a stepwise iteration solution.

1) Instance-Level Rate Model: In the stream processing sys-
tem, the actual processing rate of an operator is usually defined
as the ratio of the number of processed records over the pro-
cessing time. However, the observed data processing time from
the system’s metric interface often contains a large amount of
waiting time at the input/output buffer of the operator due to
blocking [40] and hence cannot be used directly. Here, we use the
concept of Useful Time in DS2 [25] to define the true processing
rate of an operator instance, which is formulated as (2).

vu =
R

Tu
(2)

where R is the total number of records processed by an operator
instance in a period of time T , and Tu represents the time used
to process data (i.e., Useful Time) in T . Tu includes three parts:
the deserialization time, processing time, and serialization time.
Based on the above definition, we can compute the average
processing rate of all instances of operator i is v̄i = 1

pi

∑pi

j=1 vij .
pi is the parallelism of the operator i and vij is the true processing
rate of the jth instance of operator i. We use v̄i and λi (the
date input rate of operator i) to identify optimal parallelism
configuration.

2) Stepwise Iteration Optimization: We use a stepwise it-
eration solution along data flow [25] to determine appropriate
parallelism for each operator and quickly make the throughput
as close to the input data rate as possible. This method relies on
the true processing rate measurements among all operators and
their instances.

Suppose that operator i− 1 and operator i are two connected
operators in the DAG. The operator i− 1 only contains one
instance, and its total true processing rate vi−1 is equal to its
external input data rate ve and its total output rate oi−1 at time t.
The operator i is the successor of the operator i− 1, and its total
input data rate is λi. There is a simple equivalence, λi = oi−1 =
vi−1. To make the total true processing rate of the operator i
catch up with the input data rate, the number of instances of

operator i can be set to
⌈
vi−1
v̄i

⌉
(v̄i is the average true processing

rate of all the instances of operator i).
However, the parallelism of an operator is greater than one,

and the total true processing rate may not meet the external
input data rate in practice. For this general case, AuTraScale+
uses (3) to calculate the optimal parallelism of each operator in
each iteration step:

p′i =

⎧⎪⎪⎨
⎪⎪⎩

⌈
λ
v̄1

⌉
i = 1⌈

vi−1×
p′
i−1

pi−1
v̄i

⌉
i > 1

(3)

where p′i and p′i−1 are the optimal parallelisms of operator i and
operator i− 1, respectively, at the current iteration step.

The advantage of this approach is to quickly and accu-
rately find the minimum resource configuration that enables the
throughput to meet the requirements. Nevertheless, the through-
put is often constrained by other factors like the key-value
store in third-party systems and can not meet the input data
rate in practice (see the results of the Yahoo Streaming job
in Section V-B for details). The DS2 method does not address
this issue and thus can fall into an infinite loop due to that the
throughput does not reach the target value. Therefore, except
the throughput is greater than or equal to the input data rate,
AuTraScale+ adds a new termination condition to deal with this
situation, i.e., two consecutive identical configurations occur.
We denote the best parallelism configuration found at the end
of the iteration as πt, which is the lower bound of solution
configurations to the processing-time and event-time latency
optimization.
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C. PLO Solver

Processing-time latency optimization solver (PLO Solver)
finds optimal parallelisms to meet the processing-time latency
requirement and minimize resource usage using the Gaussian
process model and Bayesian optimization framework.

1) GP-Based Benefit Model: The processing-time latency of
a streaming job is affected by many uncertain factors like op-
erators’ input/output buffer status and performance interference
between them besides the parallelism of operators. Traditional
mathematical models like the queueing model can not model
these uncertain factors. Their strong assumptions about input
data rate distribution and jobs’ logic structure are also not
satisfied in a practical stream computing scenario. Therefore, we
consider obtaining a posteriori distribution of the latency under a
given parallelism configuration instead of a deterministic latency
value for covering underlying uncertain factors. The Gaussian
process (GP) model fits our above needs very well and is proper
to model the relationship of a comprehensive benefit on latency
and resource usage and the parallelism configuration.

Scoring function construction: The simple GP-based latency
model cannot capture the resource usage status, which cannot
help us find the parallelism that meets the latency requirement
while minimizing resource usage. So AuTraScale+ designs
a scoring function to quantify the comprehensive benefits of
processing-time latency and resource usage. We regard this
scoring function as the objective function of the Gaussian pro-
cess model. Specifically, the scoring function needs to satisfy
two basic rules: (a) the lower the latency, the higher the score;
(b) the closer the parallelism is to the basic configuration (the
parallelism for maximizing throughput), the higher the score.
So AuTraScale+ defines the scoring function as (4):

F = α×min

(
1.0,

Lp

lp

)
+ (1− α)× 1

N
×

N∑
i=1

πt
i

pi
(4)

where πt
i represents the minimum parallelism of operator i that

can achieve throughput target, i.e., the solution configuration of
throughput optimization. pi represents the current parallelism
of operator i. lp is the average processing-time latency of data
with the current configuration. Lp is the target processing-time
latency. The first half of the formula is used to judge whether
the current latency meets the requirements, and the second half
is used to prevent the over-provisioning of parallelism. α is an
adjustable parameter indicating the relative importance of the
two targets.

Benefit model building: AuTraScale+ models the relationship
between the comprehensive benefit and the parallelism config-
uration based on the above scoring function and the Gaussian
process model. We assume this benefit model as M, which is
subject to a Gaussian process y ∼ GP (μ(x), k(x, x′)), where
x denotes the parallelism variable and y denotes the benefit
score variable. We adopt the Matern covariance kernel. Given
a available sample set D = {(xj , yj)}tj=1 (Dy = {y1, . . ., yt}
and Dx = {x1, .., xt}), the posterior over y is still a GP dis-
tribution, denoted as p(y | x,D) = N (y | μt(x), σ

2
t (x)). μt(x)

Algorithm 1: BO-Driven Auto-Scaling for PLO.

Input:πt, Lp, w, α, S
Output:πp

1: Initialize parallelism: p = (p1, . . . , pN ).
2: Model pre-training using samples in S.
3: Get the BO’s search space Ω.
4: x=(x1, . . . , xN )∈Ω, xi∈ [π′i, Pmax]
5: Get the score threshold: sl ← α+ (1− α)/(1 + w)
6: while true do
7: lp ← Run_Job(p, Td)
8: score← Score_Function(p,πt, lp, Lp)
9: Add (k, score) to the existing set
10: Update the surrogate modelM
11: if lp <= Lp and score >= sl then
12: πp ← p
13: break
14: else
15: pnew←argmaxx∈Ω⊂RN EI(x,M)
16: p← pnew

17: end if
18: end while

and σ2
t (x) are given by (5):

μt(x) = kt(x)
T
(
Kt + σ2I

)−1
Dy

σ2
t (x) = k(x, x)− kt(x)

T
(
Kt + σ2I

)−1
kt(x) (5)

where kt(x) = [k(x1, x), k(x2, x), . . . , k(xt, x)]
T and Kt =

[k(x, x′)]x,x′∈Dx
.

Bootstrapping samples selection: To improve the fitting accu-
racy of the benefit modelM, we need to select the bootstrapping
samples to train the initial model carefully. There are two types
of samples in the initial training set of AuTraScale+. (a) All
operators in a sample have the same parallelism, and different
samples have different parallelisms. First, the parallelism of all
operators is set to πt

max, which is the maximum parallelism
of throughput optimization configuration πt. Then we divide
the remaining parallelism (the difference between the current
parallelism πt

max and the maximum allowable parallelism Pmax

of the system) into M − 1 parts, each of which is called an
interval. The parallelism of all operators in the i-th sample is set
to πt

max+i×interval. Those M samples can help the model
perceive the benefit results of different configurations and also
help us to determine whether the current resources can meet
the processing-time latency requirements. (b) The parallelism
of only one operator is set to Pmax, and the parallelism of other
operators is kept in the basic configuration. There are N such
samples (where N is the number of operators in a DAG) that can
make the model capture the different impact of each operator on
latency as far as possible and have a more precise prediction.

2) BO-Driven Online Scaling: AuTraScale+ adopts the
Bayesian optimization (BO) framework to make resource scal-
ing decisions to meet the processing-time latency requirement
and minimize resource usage (The details are shown in Algo-
rithm 1). It uses a scoring function to evaluate the performance

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on December 24,2024 at 02:29:57 UTC from IEEE Xplore.  Restrictions apply. 



ZHANG et al.: BAYESIAN-DRIVEN AUTOMATED SCALING IN STREAM COMPUTING WITH MULTIPLE QOS TARGETS 1259

benefits of different configurations and a surrogate model to fit
the relationship between the parallelism of operators and the
scoring function (as mentioned in Section IV-C1). When the
current resource is over-provisioned or the QoS violation occurs,
the acquisition function of AuTraScale+ will recommend new
parallelism samples for the next job run. Then, the model is
updated using the current metric information. If the termination
condition is not met, AuTraScale+ will iteratively perform the
above process (corresponding to the scaling workflow in Sec-
tion IV-A1). We will introduce the essential parts involved in the
above process as follows.

Acquisition function: The acquisition function aims to find the
next sample closer to the optimal solution. It also balances the
proportion of exploration and exploitation during the sampling
period. In the stream computing scenario, a suitable acquisition
function satisfies the following two conditions: (a) Try to find
the global optimal value; (b) The evaluation cost should not be
too high. AuTraScale+ wants to minimize the expected deviation
from the true maximum to find the global optimal value. How-
ever, its expense is very high when we consider multiple steps
ahead [41]. So AuTraScale+ chooses an alternative, which is
to maximize the expected improvement with respect to the best
value known. Besides, to adjust the proportion of global search
and local optimization, AuTraScale+ introduces parameter ξ in
the expectation of the improvement function [42]. Mathemati-
cally, the acquisition function is defined as (6):

EI(x) =

{
KΦ(Z)+σ(x)φ(Z) If σ(x)>0

0 If σ(x)=0
(6)

K = μ(x)− f
(
x+

)− ξ (6a)

Z =

{ K
σ(x) If σ(x) > 0

0 If σ(x) = 0
(6b)

where μ(x) and σ(x) is the GP mean and standard deviation
at the sample x. Φ(Z) and φ(Z) is the standard normal CDF and
PDF of Z respectively. f(x+) is the best value known.

Termination condition: The termination condition of Au-
TraScale+’s BO algorithm is that the latency requirement is met
and the resource score is greater than the threshold. AuTraScale+
calculates the resource score threshold using the over-allocation
ratio w of the resource specified by the user. w is defined as (7):

Cnow − Copt

Copt
< w ⇐⇒ Copt

Cnow
>

1

1 + w
(7)

where Cnow is the current parallelism and Copt is the optimal
parallelism. Copt

Cnow
is the resource allocation ratio. For a job with

N operators, AuTraScale+ defines the resource allocation ratio as
the mean of the corresponding values of all operators, which can
be expressed as Copt

Cnow
= 1

N ×
∑N

i=1
k′i
ki

. Therefore, the termina-
tion condition of Bayesian optimization is that the latency target
is met and the benefit score surpasses the predefined threshold
as indicated by (8):

F � α+ (1− α)× 1

1 + w
(8)

D. Transfer Learning-Based Improvement for PLO

The performance model mentioned in the above basic steps
of PLO Solver is binded to the specific input data rate λ, which
leads to a lot of time and resources spent in training new models
from scratch when the input data rate changes. At that time, it is
difficult for AuTraScale+ to make accurate scaling decisions in
time due to the model is not fully trained. To tackle this issue,
AuTraScale+ refers to the idea of transfer learning [43], [44]
and fully uses existing trained models on old data rates and
limited samples on the new rate to recommend better parallelism
configurations in the initial phase of the new data rate. The details
are presented in Algorithm 2.

When the input data rate changes, AuTraScale+ first optimizes
throughput to obtain the solution πt and then calls the transfer
learning method. Suppose that there are c− 1 trained models
{Mi}c−1i=1, where the corresponding rate Ratec−1 of the model
Mc−1 is the closest to the new rate Ratec. Dc = {(pt, st)}Tt=1

is an available sample set at the current rate. First, we use model
Mc−1 to calculate the score estimate μc−1(pt) of parallelism
vector pt in the set Dc, denoted as Mc−1(pt). Then we use
the Gaussian Process Regression to train a residual modelM′

c

with the training sample set D′c = {(pt, st − μc−1(pt))}Tt=1.
Next, we use the residual model M′

c and the model Mc−1
to calculate the Gaussian process mean and variance of point
x in the configuration set Ω− Pc respectively. The results
μ′c, σ

′
c(x) and μc−1, σc−1(x) are used to determine the objective

function estimation of the current point x. Finally, the acquisi-
tion function recommends an optimal configuration based on
these estimations. The above procedure is iterated until the
latency target or the maximum number of iterations Num is
reached. The Num is a signal to switch AuTraScale+ from
Algorithm 2 to Algorithm 1 to avoid accuracy loss caused by
the above estimation after the new model is ready.

In the above process, AuTraScale+ directly predicts the mean
and variance of all the parallelisms in the sample space and
uses these values as the inputs of the acquisition function to
recommend a new parallelism configuration. Compared with the
traditional transfer learning method in our earlier version [45],
AuTraScale+ trims the estimation process of the bootstrapping
samples and avoids additional model pre-training costs. This
lightweight method reduces the algorithm’s running time and
further speeds up the scaling decision-making (see comparison
results in Section V-D).

E. ELO Solver

The event-time latency is affected by the amount of accu-
mulated data except the parallelism configuration. The amount
of accumulated data may vary from time to time, leading to
different event-time latency even under the same parallelism.
Therefore, it is impractical to model the event-time latency like
the processing time field. AuTraScale+ targets to reduce the
waiting latency of data on the premise of the processing-time
latency is stable and known, which means to consume accu-
mulated data within a limited time by increasing parallelism
configuration for reaching the event-time latency target. Specif-
ically, AuTraScale+ calculates the amount of accumulated data
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Algorithm 2: The TL-Based Improvement for PLO.

Input:Ω, {Mi}c−1i=1, Dc, Pc, Num
Output:πp or πe

1: while true do
2: function TRAINRESIDUALMODEL(Mc−1, Dc)
3: (kt, st) ∈ Dc

4: μc−1(kt)←Mc−1.predict(kt)
5: D′c ← {(kt, st − μc−1(kt))}Tt=1

6: M′
c ← Gaussian_Process_Regress (D′c)

7: returnM′
c

8: end Function
9: Initial the estimated sample set De ← Dc

10: for each sample x in (Ω− Pc) do
11: μc−1(x), σc−1(x)←Mc−1.predict(x)
12: μ′c(x), σ

′
c(x)←M′

c.predict(x)
13: μc(x) = μc−1(x) + μ′c(x)
14: β ← α|Dc|/(α|Dc|+ |Dc−1|)
15: σc(x) = σ′c(x)

βσc−1(x)1−β

15: De. add(x, μc(x), σc(x))
17: end for
18: pnew←argmaxx∈Ω⊂RN EI(De)
19: Obtain score at the point pnew

20: Dc. add(pnew, score)
21: if The terminational condition is met then
22: break
23: end if
24: num++
25: if num >= Num then
26: Switch to Algorithm 1
27: end if
28: end while

to be consumed (denote as R
(t)
lag) and the target throughput Vt

that can consume dataR(t)
lag within a limited timeTlimit based on

the data backlog model. Then, it performs throughput profiling
offline and adopts the Bayesian optimization framework again to
find the optimal parallelism configuration for meeting the target
throughput Vt. The overall workflow is shown in Algorithm 3.

1) Data Backlog Model: We analyze the relationship be-
tween the amount of accumulated data and event-time latency
by the following data backlog model and deduce the target
throughput Vt that can consume data R

(t)
lag within Tlimit based

on it. According to definitions in Section II-B, the event-time
latency is equal to the sum of the processing-time latency and the
waiting-time latency. In a steady state, i.e., the system throughput
is equal to the input data rate, and the amount of accumulated
data keep steady so that the waiting-time latency is also stable.
Meanwhile, the processing-time and event-time latency are also
stable. At this time, the three types of latencies and the amount
of accumulated data satisfy the relationships shown in (9) and
(10), respectively.

l(s)w = l(s)e − l(s)p (9)

R
(s)
lag = λ× l(s)w (10)

where l
(s)
e , l

(s)
p , l

(s)
w respectively represent the event-time la-

tency, processing-time latency, and waiting-time latency. λ is
the input data rate equal to the system throughput v at the steady
state. R(s)

lag is the amount of accumulated data waiting in the
Data Worker corresponding to the target event-time latency in a
steady state. Equation (10) follows Little’s Law [46], [47] that
states the long-term average number of data in a system is equal
to the long-term average arrival rate of data multiplied by the
average time that the data spends in the system.

Next, AuTraScale+ computes the difference between R
(c)
lag

and R
(s)
lag as the amount of data that currently needs to be

consumed for meeting event-time latency using (11). R(c)
lag is

the current amount of accumulated data in the Data Worker.

R
(t)
lag = R

(c)
lag −R

(s)
lag (11)

Finally, the target throughput Vt that can consume the amount
of data R(t)

lag with the limited time Tlimit can be defined by (12).

Vt = λ +
R

(t)
lag

Tlimit
(12)

2) BO-Driven Offline Profiling: After determining the target
throughput Vt, AuTraScale+ needs to find the appropriate
parallelism to achieve it. Unlike the throughput optimization
in Section IV-B, Vt is much larger than the input data rate λ.
We can not measure the rate information online and compute
the parallelism configuration by the stepwise iteration method.
Therefore, AuTraScale+ conducts an offline profile to obtain the
throughput information under different parallelism. However,
traversing all parallelism configurations is expensive due to huge
search spacePN

max whereN is the number of operators andPmax

is the maximum parallelism allowed by the system. In order
to improve the efficiency of the offline profile, AuTraScale+
considers the Bayesian optimization method again to reduce the
number of iterations and resource consumption. The key parts
of the BO framework are similar to Section IV-C except for the
scoring function. Here, the scoring function is only related to
throughput, as shown in (13):

Ftp =
β

|vt − Vt|+ β
(13)

where vt represents the system throughput corresponding to the
current parallelism. β is a constant used to control the magnitude
of the scoring function variation and can be preferably set as the
same order of magnitude with |vt − Vt|. The range of the scoring
function is (0,1). The closer it is to 1, the closer the current
throughput is to the target, and the better the current parallelism
configuration is. The absolute value ensures that neither too high
nor too low throughput can obtain high scores, so the trained
model can be used to find the optimal configuration that meets
throughput requirement (and therefore the event-time latency
requirement) while preventing resource over-provisioning.
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Algorithm 3: BO-Driven Auto-Scaling for ELO.
Input:πp, Td, Le, Tlimit, Sp, β, Ω, sl
Output:πe

1: le, l
(s)
p , R

(c)
lag ← Run_Job(πp, Td)

2: if le <= Le then
3: πe ← πp

4: exit
5: else
6: Vt ← λ + (R

(c)
lag − λ× (Le − l

(s)
p ))/Tlimit

7: S ← Throughput_Profile(Sp, Vt, β)
8: M← Pretraining_Model(S)
9: while true do
10: p′←argmaxx∈Ω⊂RN EI(x,M)
11: vt ← Throughput_Profile(p′, Td)
12: Ftp ← β

|vt−Vt|+β

13: Add (p′, Ftp) to the existing set
14: Update the surrogate modelM
15: if Ftp >= sl then
16: πe ← p′

17: break
18: end if
19: end while
20: end if
21: Run_Job(πe, Tlimit) � Let le < Le

22: Restart_Job(πp) � Resume steady state

V. EVALUATION

In this section, we elaborate on the experiment environments
for evaluation and present the evaluation results and analyses of
AuTraScale+ compared with other existing methods.

A. Experiment Setup

Machine configuration: We evaluate AuTraScale+ on a phys-
ical cluster composed of 3 Dell PowerEdge R730xd (20-core
CPUs and 256 GB RAM) and 1 Dell PowerEdge R740xd (32-
core CPUs and 256 GB RAM). AuTraScale+ is implemented in
Flink 1.10.0 and Hadoop Yarn 2.7.5. We run Flink applications
in the yarn-per-job mode, which launches Flink within YARN
only for executing a single job. Hadoop and Flink are deployed
on three R730xd machines, one as the Master node and two as
T-Worker nodes. To simulate the real production environment,
we also deploy Zookeeper and Kafka on the other R740xd
machine (i.e., D-Worker node) in a pseudo-distributed mode
to store data. The InfluxDB database on the Master node stores
Flink and Kafka metric information.

Metric collection: Stream processing systems usually provide
users with a metric interface to gather job-running information
or expose metrics to external systems. The monitor component
of AuTraScale+ periodically calls this interface to gather per-
formance metrics like latency and throughput. These metrics
are stored uniformly in a third-party database system, such as
Prometheus and InfluxDB. Besides, we modify the source code
of Flink system to gather the true processing rate of the operator

mentioned in Section IV-B and expose them to the same metric
interface avoiding additional overheads.

Baselines: For throughput optimization, we compare Au-
TraScale+ with the recently proposed method DS2 [25], which
can reach the optimal configuration at most three steps. For
processing-time latency optimization, we compare the efficiency
of AuTraScale+ with the DRS [17] method. DRS targets to
guarantee end-to-end processing-time latency and minimize re-
source usage based on the queuing theory and greedy algorithm
during the auto-scaling process. However, its accuracy relies
heavily on strong assumptions of queuing theory and is easily
affected by uncertain factors like network buffer. Moreover,
we also compared the performance of the lightweight transfer
learning (TL) method proposed in this paper with the traditional
TL method in the earlier version [45]. For event-time latency
optimization, we compare AuTraScale+ with the following three
straw-man solutions.

1) Max consumes the accumulated data using the maximal
allowable parallelism of the system.

2) Proportion adjusts the parallelism based on the ratio of
current throughput to target throughput.

3) Exponent increases the parallelism exponentially until the
throughput target is reached.

They all aim to find the parallelism configuration to achieve
the target throughput and consume the accumulated data to
meet the event-time latency requirement. To simplify the time
complexity analysis, we assume that the number of operators in
the workload is N , and the algorithm iterates M times in con-
figuration adjustment. The time complexity of Max, Proportion,
and Exponent solution isO(N),O(NM),O(NM) respectively.
In contrast, Bayesian optimization used by AuTraScale+ has a
higher time complexityO(N2 M) [48] but brings good resource
benefits (see Section V-E for details). Moreover, as shown in
Table V of Section V-F, the overhead of the BO algorithm is
completely acceptable in our experiment.

Benchmarks: We use three representative workloads to verify
the performance of AuTraScale+. WordCount Streaming Job has
a simple linear DAG structure containing four operators: Source,
FlatMap, Count, and Sink. Yahoo Streaming Benchmarks [49] is
an advertisement event processing case, and we use an extended
version [50] that contains five operators: Source, FlatMap (Parse
data), Filter, Project, and FlatMap (Join data). Nexmark [51] is a
benchmarking suite of Apache Beam that contains multiple con-
tinuous data stream queries. We use Query5 (sliding window)
and Query11 (session window) to evaluate the special operators.

B. Throughput Optimization

To verify the effect of our throughput optimization method
in Section IV-B, we run four workloads: WordCount, Yahoo,
Nexmark-Query5, and Nexmark-Query11. The initial paral-
lelisms of all operators for four workloads are set to 1, and the
stabilization time after reconfiguration is 5 minutes. The input
data rates of the four jobs are set to 350k records/s, 60k records/s,
30k records/s, and 100k records/s, respectively.

After the job starts with initial parallelism, if the throughput is
lower than the input data rate and running time is greater than 5
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Fig. 7. (a) Throughput optimization results for different workloads. n repre-
sents the number of iterations. Because of the data backlog in Kafka, Word-
Count’s throughput is temporarily higher than the targe. The throughput of
Yahoo jobs is limited by Redis’s read/write rate and cannot reach the target rate.
(b) Throughput optimization process for Yahoo Streaming job. In the fourth
iteration, the parallelism is p4 (40, 1, 1, 1, 40) again, and the algorithm is
terminated. When the parallelism is larger, p5(40, 40, 40, 40, 40) and p6(50,
50, 50, 50, 50), the throughput does not continue to increase.

minutes, the Scaling Manager will inform the Policy Controller
to call the throughput optimization method and return new
parallelism. The Task Scheduler receives the new configuration
and restarts the job. After running 5 minutes, if the Scaling
Manager detects that the current throughput is greater than the
input data rate or the current parallelism is the same as the last
iteration, the throughput optimization will terminate.

When the throughput optimization algorithm is terminated,
the operator parallelism of the four workloads are (3, 4, 12,
10), (40, 1, 1, 1, 40), (1, 18), (1, 11). Fig. 7(a) shows the
final throughput of the job and the number of iterations. For
WordCount job, the data accumulated in Kafka due to not being
processed in time are also processed with the newly arrived data
under the current optimized configuration, so its throughput will
be higher than the input data rate. Due to the limitation of the
read/write rate of Redis, the optimal throughput of the Yahoo
streaming job cannot reach the input data rate. In this situation,
the parallelism obtained at the end of the iteration is not always
optimal. Therefore, AuTraScale+ reviews the iterative process
and selects the solution with maximum throughput and less
resource utilization as the final result. In Fig. 7(b), the parallelism
p2 (4, 2, 1, 1, 34) is selected as the final optimal configuration.
The experiment after the 35th minute in Fig. 7(b) is to verify that
higher parallelism does not lead to throughput optimization.

From the results, AuTraScale+ can achieve the optimal
throughput with four iterations at most. Although the conver-
gence is slower than DS2 (three iterations at most), AuTraScale+
can terminate the iteration when external factors limit the
throughput to prevent the resource waste caused by the infinite
loop of the algorithm.

C. Processing-Time Latency Optimization

We use WordCount and Yahoo streaming jobs to evaluate the
performance of Bayesian optimization-driven scaling method
in this section. AuTraScale+ trains the initial model using the
bootstrapping samples and iteratively updates the model as the
job runs. When a QoS violation occurs or the benefit score is
below the threshold, AuTraScale+ starts scaling up or scaling
down by adjusting the parallelism configuration. We do the

Fig. 8. Processing-time latency comparison of optimal configuration for dif-
ferent methods in elasticity tests. DRS_Up_o represents the final optimized
configuration found by running the DRS method with the observed rate in the
scale-up test. DRS_Down_t represents the final optimized configuration found
by running the DRS method with the true rate in the scale down test, and so on.

Fig. 9. Parallelism comparison of optimal configuration for different methods
in elasticity tests. Up_max represents the max parallelism of optimal config-
uration in the scale-up test. Down_total represents the sum of all operators’
parallelism in optimal configuration in the scale-down test.

experiments with two jobs: WordCount job (target throughput
is 350k records/s and target processing-time latency is 180 ms)
and Yahoo job (target throughput is 34k records/s and tar-
get processing-time latency is 300 ms). The parallelisms are
set differently to test scaling up and down, respectively. The
initial training set of two jobs contains 10 and 40 samples,
respectively. AuTraScale+ terminates when the processing-time
latency, throughput, and benefit scores meet the requirements
concurrently. The benefit score is 0.9, and the running time of
each parallelism configuration is 10 minutes. The DRS method
with either the true or the observed processing rate is used for
comparison. It runs until the processing-time latency meets the
requirements or the total number of parallelisms in the new
configuration exceeds the upper limit of resources.

We can get the following information from the results. First,
Table IV shows that AuTraScale+ can find a parallelism config-
uration that meets QoS requirements in fewer steps as long as the
resources are sufficient. The more training samples, the fewer
iterations. Second, Fig. 9 shows that the optimal parallelism that
meets the QoS requirements of AuTraScale+ consumes fewer
resources than the DRS method for most tasks. AuTraScale+
can reduce 66.6% and 36.7% resource consumption respectively
in the scale-down and scale-up scenarios. Although the true
rate version of DRS can find solutions that use fewer resources
than AuTraScale+ in the WordCount scale-up experiment, it can
not meet the throughput requirements. Third, Fig. 8 shows that
less parallelism may bring better latency benefits. It is worth
noting that sometimes DRS does not meet the QoS requirement.
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TABLE IV
COMPARISON OF OPTIMAL CONFIGURATION IN THE SCALING TEST FOR WORDCOUNT AND YAHOO STREAMING JOBS

TABLE V
THE EXPERIMENT SETUP OF THE TRANSFER LEARNING ALGORITHM

COMPARISON

It shows that the error of the queueing model becomes more
significant in complex resource mapping schemes. In contrast,
the Gaussian process model used by AuTraScale+ has better
performance.

D. Transfer Learning-Based Improvement

We compare the performance of the lightweight transfer learn-
ing acceleration with the traditional transfer learning method in
our earlier study [45] by performing processing-time latency
optimization when the input data rate changes. For each of the
four workloads mentioned in Section V-A, we run two transfer
learning algorithms independently to explore the optimal paral-
lelism that meets the processing-time latency requirement at a
changed input data rate. The experimental setup is summarized
in Table V. We first train models at an old input data rate
and get a set of actual samples at the new rate as inputs of
the transfer learning algorithm. Then we adopt two different
transfer learning algorithms to explore the new parallelism
configuration to reach the latency target at the new input data
rate. We record the throughput, processing-time latency, the
number of iterations, the running time of the algorithm, and
other related information during the execution of workloads.
When the latency requirement is met, the algorithm terminates
and outputs the optimal parallelism.

We compare the final results (parallelisms and the numbers
of iterations) of the two transfer learning algorithms in Fig. 10.
From the results, we find that for WordCount and Nex-Q11
workload, the lightweight algorithm saves about 30% paral-
lelism resource with only one more iteration. For the Yahoo
Streaming workload, the lightweight algorithm achieves better
parallelism with less than one-third of iterations. For Nex-Q5,
the final parallelism of the lightweight algorithm is just a little
bit worse than the traditional one, but it saves 80% of iterations.

Fig. 10. The comparison of the transfer learning algorithm between traditional
one and lightweight one. Speedup is the ratio of the average running time of the
traditional algorithm over that of the lightweight one.

In addition, the execution efficiency of the lightweight algorithm
is higher than the traditional one, as shown in Fig. 10(b). Specif-
ically, the lightweight algorithm achieves 1.17x-1.9x speedup
on average per iteration and saves 20%-84% CPU resources in
all iterations except Nex-Q11. On the whole, the lightweight
algorithm outperforms the traditional one.

E. Event-Time Latency Optimization

We use Yahoo Streaming Job to evaluate the event-time la-
tency optimization algorithm. First, AuTraScale+ constructs an
initial set of the parallelisms referring to Section IV-C1 and con-
ducts an offline profile to obtain the throughput corresponding to
different parallelism. After that, we set the input data rate to 40%
of the maximum system throughput, set the stabilization time af-
ter reconfiguration to 3 minutes, and start the Yahoo Job with the
initial parallelism of every operator set to 1. Initially, the system
runs with under-provisioned resources, and AuTraScale+ will
sequentially execute throughput and processing-time optimiza-
tion. Then AuTraScale+ calls Algorithm 3 to stabilize the event-
time latency below the target value. The running process for the
other three comparison methods (Max, Proportion and Expo-
nent) are the same in general, and they adjust the parallelisms
to optimize the event-time latency according to the strategies in
Section V-A respectively. The control variable method is used
for analysis under different conditions. We mainly consider three
types of variables: the initial size of accumulated data (6/12/16
million records for small/medium/large size), event-time latency
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Fig. 11. The comparison of different methods for event-time latency opti-
mization. The tuple (x,y) on the x-axis represents event-time latency target
(x ms) and time limit (y minutes). The red cross indicates a method did not
achieve the event-time latency target in time. Note that there is no positive or
negative correlation between the optimization time and the total parallelism of all
operators because potential redundant parallelism may not increase throughput
or even decrease throughput due to resource contention.

target (250 ms, 500 ms, and 1000 ms), and the time limit (6 min,
8 min, 10 min).

The experimental results are shown in Fig. 11. The opti-
mization time in Fig. 11(a) represents the time consumed by
optimizing event-time latency using the optimal parallelism con-
figuration found by the algorithm. The parallelism in Fig. 11(b)
represents the total number of all operators’ parallelism corre-
sponding to the optimal configuration found by the algorithm.
We can draw the following conclusions. First, AuTraScale+ can
complete event-time latency optimization within the same time
limit as Max and Exponent. Proportion, which adjusts paral-
lelisms according to throughput ratio and ignores the impact
of resource interference, is conservative and results in some
timeouts during the optimization as shown in Fig. 11(a). Second,
AuTraScale+ uses fewer resource to meet the event-time latency
target. Specifically, AuTraScale+ saves 21.9%, 9.3%, and 49.5%
parallelism resources on average compared with Exponent, Pro-
portion, and Max, respectively. From Fig. 11(b), we also find
that AuTraScale+ shows a greater advantage when there is more
accumulated data, and it is comparable to other methods even
in the worst case. Exponent is radical and tends to allocate more
resources to jobs compared with AuTraScale+ and Proportion.

Although the time limit varies from 6 to 10 minutes in the
above experiments, it can be extended to other appropriate values
according to the system state and user demand. When the time
limit is too tight, the parallelism and resource utilization keep at
a high level until the event-time latency meets the requirement,
which may affect the performance of other jobs in the cluster.
Conversely, when the time limit is too loose, the tedious opti-
mization may impair the user experience. The tradeoff between

TABLE VI
COMPUTATION OVERHEADS IN SECOND AT THE DIFFERENT NUMBER OF

OPERATORS

resource utilization and QoS mainly depends on the service
provider and is out of the scope of this paper.

F. Overheads

Our solution directly calls the native metric group interface
of Flink to expose the true processing rate information to the
outside, so it does not bring additional overhead to the sys-
tem. Users can get the rate information by the path taskman-
ager_job_task_trueProcessingRate like accessing other native
metrics in Flink.

To evaluate the running overhead, we run all algorithms with a
different number of operators to obtain the consumed CPU time.
We repeat the experiment 100 times to eliminate the influence
of random factors. The results are listed in Table VI, where BO
represents the Bayesian optimization method and TL represents
the Transfer learning method. On the whole, the running over-
head of all algorithms increases approximately linearly with the
number of operators, attributable to the expanded solution search
space. The CPU time consumption is less than 90 ms when the
number of operators is less than 10, and can stay within 1 s within
reasonable predictions. This magnitude does not significantly
impact the quality of service (QoS) of the tested job. Besides,
the overhead associated with the lightweight transfer learning
method (Algorithm 2) consistently remains lower than that of the
traditional method with an equivalent number of operators, thus
highlighting the superiority of the lightweight transfer learning
method once more.

VI. RELATED WORK

A. Resource Scaling in Traditional Cloud Systems

Cloud systems provide the service for users in the form of vir-
tual machines (VMs) or more lightweight containers. When the
workload varies over time, the manager can add/remove physical
resources to/from these virtual resource units (Vertical Scaling)
or directly add/remove these virtual resource instances (Hori-
zontal Scaling) to avoid the QoS degradation [52]. There are
two types of auto-scaling techniques, reactive and proactive, to
guide the manager when and how to execute vertical/horizontal
scaling.

The reactive techniques trigger resource scaling when the
collected metric information does not reach the target. These
metrics include CPU utilization [53], response time [54], mes-
sage queue status [55], and their thresholds can be dynamic [56],
[57], or hierarchical [58] for better tuning scaling decisions. The
simple method to make scaling decisions is table look-up, but it
has low scalability and fails to use in practical [59]. There are
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many more effective methods have been proposed, including
learning-based [23], [24], [60], [61], control theory [62], fuzzy
control [63], [64], and model-based [65], [66].

The proactive techniques predict QoS metrics or workloads
near future and make scaling decisions according to these pre-
dictions. Queuing theory is often used to build performance
models for prediction relying on the system simulation and
the observation that request arrivals follow the Poisson distri-
bution. The scaling methods usually adopt single-tiered [67],
or multi-tiered [66], [68] queuing models according to their
workload characteristics. Petri nets [69], [70] is also used to
compute a compromise plan between several adaptation plans.
Time series analysis techniques like autoregressive integrated
moving average (ARIMA) [71] and diversified machine learning
methods [72], [73], [74] are used to estimate future workload
fluctuation and help resource managers proactively plan re-
source allocation for the next time interval.

The above resource scaling solutions in traditional cloud
systems mainly focus on throughput optimization based on
their workload characteristics and requirements. Applying these
solutions to resource scaling problems in streaming systems will
lead to severe and inevitable latency violations due to inaccurate
performance modeling without latency consideration. Latency
violations significantly decrease user satisfaction and cause sub-
stantial financial losses, which can be fatal for streaming applica-
tions. Therefore, it is essential to design latency-aware resource
scaling schemes for streaming systems, as AuTraScale+ does.

B. Resource Scaling in Stream Processing Systems

The workloads in stream processing systems change more
frequently and are more sensitive to latency violation than
in traditional cloud computing. Therefore, the threshold-based
scaling methods [4], [5], [6] focus on not only traditional
metrics like CPU utilization [12][26], memory utilization [26]
and throughput [10], but also other latency-related metrics like
network congestion status [10], [27] and backpressure [10].
Some other methods define new metrics, such as the Effective
Throughput Percentage(ETP) in Stela [13].

The model-based methods mainly use queuing theory, such
as Kingman’s formula and Jackson open queueing networks, to
model the end-to-end latency of the system as prior work [16],
[17], [21], [22]. These methods predict the latencies obtained
by different schemes before the scaling action and find the best
one to execute. However, uncertain factors like network buffer
status and interference between multiple tasks can easily affect
their accuracy.

Besides, some rule-based scaling methods [7], [8], [9], [14]
are used in practical stream processing scenarios. Dhalion [9]
detects system bottlenecks by analyzing metrics such as the
backpressure, then generates a diagnosis and selects a scaling
plan according to the self-defined rule. Google Dataflow [14]
heuristically adjusts the number of workers in a cloud envi-
ronment based on several signals, such as CPU utilization, the
amount of work remaining, and throughput. Based on the data
flow model, DS2 [25] determines the appropriate parallelism

for Apache Flink and Timely Dataflow according to the in-
put data rate and the true processing rate of the operator. A
topology-based scaling policy [28] for Apache Storm makes
up for some drawbacks of rebalance command and improves
scaling performance.

Compared to existing work, the superior performance of
AuTraScale+ comes from more accurate performance modeling
and a more efficient scaling decision process. AuTraScale+ mod-
els the relationship between performance and resource allocation
as a Gaussian process covering performance interference caused
by resource contention. This modeling method is more suit-
able for complex application environments than those that rely
on fixed-structure mathematical formulas like queuing models.
Meanwhile, AuTraScale+ capitalizes on the effectiveness of the
Bayesian optimization for exploring better configurations with
fewer iterations within an expansive parameter space, thereby
expediting the decision-making process for resource scaling.
Besides, AuTraScale+ is the first effort to optimize event-time
latency, significantly improving the user satisfaction of real-time
applications.

VII. CONCLUSION

This paper studies the resource auto-scaling problem for
dynamic workloads in the stream processing system. The goal is
to find an appropriate parallelism configuration for a streaming
job with the new data rate to meet three QoS metric targets
(throughput, the processing/event-time latency) while minimiz-
ing resource usage. To achieve it, our versatile solution, called
AuTraScale+, uses the Gaussian process to build performance
models and follows the Bayesian optimization framework to
make scaling decisions. Experiment results on representative
workloads show that AuTraScale+ outperforms existing scaling
methods on resource-saving and accuracy. For future work,
we will investigate efficient methods to predict the fluctuation
of input data rates for guiding scaling decisions to minimize
reconfiguration probability over the near future.
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