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Abstract—Well-balanced workload among wireless access points (APs) in a wireless local-area network (WLAN) can improve the
user experience for accessing the Internet. Most load balancing solutions in WLANs focuses on the optimization of AP operations,
assuming that the arrivals and departures of users are independent. However, through the analysis of AP usage based on a real WLAN
trace of one-month collected at the Shanghai Jiao Tong University (SJTU), we find that such an assumption does not hold. In fact, due
to users’ social activities which is particularly time for enterprise environments, they tend to arrive or leave in unison, which would
disruptively affect the load balance among APs. In this paper, we propose a novel AP allocation scheme to tackle the load balancing
problem in WLANS, taking into account the social relationships of users. In this scheme, users with intense social relationships are
assigned to different APs so that jointly departure of those users would have minor impact on the load balance of APs. Given that the
problem of allocating an AP for each user so that the average of the sums of social relation intensity between any pair of users in each
AP is NP-complete, we propose an online greedy algorithm. Extensive trace-driven simulations demonstrate the efficacy of our
scheme. Comparing to the state-of-the-art method, we can achieve about 64.7 percent balancing performance gain on average during

peak hours in workdays.

Index Terms—IEEE 802.11, Enterprise Wireless LANs, load balance, social relation analysis

1 INTRODUCTION

EEE 802.11 (WiFi) wireless local area networks (WLANSs)

have become one major technology to provide ubiquitous
wireless Internet access for enterprise. In an enterprise
WLAN, one major issue is unbalanced workload distribu-
tion among access points (APs) [1], [2], [3], [4], where APs
associated with a large number of users have much heavier
workload burden than those which have less users. The
consequence of unbalanced AP work load distribution is
twofold. On the one hand, overloaded APs would cause
constant packet loss, which dramatically degrades user
experience. On the other hand, to improve the quality of
network service, the IT department of an enterprise might
have to take a cost-inefficient solution, for example, by
deploying more APs.

In the literature, the AP load balancing problem in
WLANSs has been extensively studied. A large majority of
proposed methods, called arrival-based AP allocation, con-
sider the arrivals of new users and allocate an AP with
light workload for each one of them. A critical assumption
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in these approaches is that users behave independently
with regard to joining or leaving the WLAN. While it may
be true in a public WLAN (e.g., in a popular cafe or an
airport), where users have individual schedules, users of
an enterprise WLAN often act collaboratively because of
social activities in the enterprise. For example, in a
university, students are likely to enter to and leave a
classroom together for a class. Especially, events that users
of an AP jointly leave the AP would disruptively affect the
global load balance among APs. For example, as illustrated
in Fig. 1, suppose there are two APs in an enterprise
WLAN and initially they are balanced. At a certain time
instance, a large group of users in APl leave together
because of certain social activity. In this case, it will take a
long time for the two APs to get load balanced again using
arrival-based AP allocation algorithms. Another category
of proposed methods, called online adjustment-based AP
allocation, migrate users from heavy-duty APs to those with
light workload until load balance among all APs is
achieved. In a typical enterprise WLAN, the churn of
users is highly dynamic, which would introduce huge
computation cost and frequent connection disruptions. As
a result, there is no successful solution, to the best of our
knowledge, to addressing the AP load balancing problem
in enterprise WLANS.

In this paper, we take a data-driven approach in
designing and evaluating our AP load balancing algorithm
in enterprise WLANs. We collect extensive real AP usage
trace data of one month at Shanghai Jiao Tong University
(SJTU), involving more than 14,669 users and 354 APs
deployed in 22 buildings. Two users are said to have a social
relationship if they share a common social activity. A social
activity is defined as for a pair of users to join, access or
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Fig. 1. Examples of AP selection for new users in an enterprise WLAN.

leave a common AP at the same time (within a short period
of time). A social relationship is said to be more intense if the
corresponding pair of users share more social activities. By
mining the social relationships among users on the trace
data, we find that a large fraction of users prefer to come
and leave together, exhibiting strong sociality among them.
For example, 60 percent users have been observed to leave a
common AP together more than 10 times within one month.
Motivated by this observation, we propose a novel AP
allocation scheme to tackle the load balancing problem in
WLANS, taking into account the social relationships of
users. The core idea of this scheme is to assign users with
intense social relationships to different APs so that jointly
leaving of those users would have minor impact on the load
balance of APs.

To implement this scheme, however, is very hard. We
prove that the problem of allocating an AP for each user so
that the average of the sums of social relation intensity
between any pair of users in each AP is minimized is NP-
complete. We implement an online greedy algorithm, where
the pair of users with the greatest social relation intensity is
dispersed. And one of them is allocated to the AP with
minimum incremental sums of social relation intensity. We
verify the performance of our algorithm through extensive
trace-driven simulations. The results demonstrate the
efficacy of our scheme. Compared with the state-of-the-
art strategy in which a new user is assigned to the AP with
the least workload, our algorithm always has better load
balance performance and can dramatically achieve about
64.7 percent balancing performance gain during the peak
hours in workdays.

The main contributions of this paper are highlighted
as follows:

e We collect a large trace of AP usage in SJTU and
analyze the user AP access behaviors. We find that a
large fraction of users prefer to come and leave
together, exhibiting strong sociality among users.

e We comprehensively analyze the traces and study
impacts of the user social relations on the AP load
balance. We focus on the user leaving behaviors and
show that the load balancing performance of APs
can be degraded by 42.6 percent.

o To keep the APs constantly balanced, we distribute
users with distant social relations to APs. We
formulate it as an optimization problem and prove
its NP-completeness.

e We design an online greedy algorithm to tackle the
problem and prove the computational cost is
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Fig. 2. The structure of WLAN in SJTU.

O(n*log(n)), where n is the number of users. We
also conduct extensive trace driven simulations.
Experimental results show that, compared with the
traditional selection algorithms, the balancing per-
formance can be improved by up to 64.7 percent.
The remainder of this paper is organized as follows: In
Section 2, we exhibit the social relations through the
analysis of a real trace collect from SJTU campus and then
study impacts of the social relations on the AP performance,
focusing more on the user co-leaving events. In Section 3,
we formally define social relations and provide the system
model. We prove that the AP load balancing with social
relations is a problem of NP-complete and propose an
online algorithm to deal with it. Section 4 describes the
methodology to evaluate the performance our AP selection
algorithm and presents the results. Section 5 presents
related work. Finally, we present concluding remarks and
outline the directions for future work in Section 6.

2 ENTERPRISE WLAN TRACE DATA ANALYSIS

In this section, we will first introduce the AP usage trace
that we collected in SJTU, and then thoroughly study the
pairwise social relationships between each pair of WLAN
users based on the trace. We will further investigate
the impact of social behavior of users to the AP load
balance performance in an enterprise WLAN at the end of
this section.

2.1 Collecting Trace Data

We collected the usage log records of all WiFi APs deployed
in Minhang Campus, SJTU from May 20 to June 21, 2011.
The trace involves 14,669 users and 354 APs installed in 22
buildings. Fig. 2 illustrates the structure of WLAN in SJTU,
which consists of WiFi APs, WLAN controllers, and a back-
end data center. In the WLAN of SJTU, a set of neighboring
APs are connected to a WLAN controller, which is
responsible for assigning users to specific APs in its
domain. In addition, all AP usage information is logged in
the data center. The information contained in the trace
includes user ID (i.e., MAC address of wireless card),
connected time stamp (referred to as the time instance when
a user successfully connected to an AP), disconnected time
stamp (referred to as the time instance when a user
disconnected from an AP), and served traffic (referred to as
the accumulative traffic a user sent to or received from an
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Fig. 3. The CCDF of co-leaving events.

AP during a connection). Currently, a controller adopts a
simple load balancing strategy based on the number of
users on each AP to assign new users. As a result, a new
user is always assigned to the AP with the least number of
users among all the APs in the domain of this controller.

2.2 Capturing Pairwise Social Relationships

Users in an enterprise domain often have routine activities,
such as classes in schools and department meetings in
corporations. These social activities may have great influ-
ence on the way users use WLAN. From the perspective of
AP access behavior, we study three main events in the trace
data that may reflect those social activities as follows:

o Co-coming is referred to as the event that a pair of
new users try to connect the same AP in the
domain of a WLAN controller at the same time or
within a short period of time. A group of new users
who are more than two can be treated as different
pairs in combination.

e  Encountering is referred to as the event that a pair of
users keep the connections with the same AP for a
certain period of time. Notice that a co-coming does
not necessarily lead to an encountering as one of
two users may leave sooner than the given period
of time.

o  Co-leaving is referred to as the event that a pair of
users leave the same AP at the same time or within a
short period of time.

Two users are said to have a social relationship if they
share common aforementioned events. Indeed, it is likely
for two users to have common events by chance instead of
attending the same social activities, especially when a
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Fig. 4. The CCDF of ratio of the number of co-leaving events to the total
number of leaving events.
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Fig. 5. The CCDF of co-coming events.

relatively long time period of time is used to extract co-
coming and co-leaving events. Such fake social relationships
are random and have no capability to predict future AP
access behavior of users. We consider fake social relation-
ships as noise and diminish its effect by carefully choosing
appropriate time periods for event extraction and aggregat-
ing multiple common events between the same pair of users
for a single social relationship. Intuitively, more common
events observed between a pair of users indicate a stronger
social relationship between the two users.

Fig. 3 shows the complementary cumulative distribution
function (CCDF) of total co-leaving events, co-leaving
events between the same pair of users, called same-pair co-
leavings, and co-leaving events between distinctive pairs of
users, called distinctive-pair co-leaving events over all pairs of
users, using 10 minutes as the time period to extract co-
leaving events in the trace data. We observe an obvious gap
between the number of total co-leaving events and that of
distinctive-pair co-leaving events, which presents that a
large number of same-pair co-leaving events. For example,
about one-fifth of all pairs have more than 130 co-leaving
events but only about 90 co-leaving events are distinctive
pair, with about 40 co-leaving events are same pair.
Furthermore, to investigate the probability of co-leaving
events, we further plot the CCDF of ratio of the number of
co-leaving events to the total number of leaving events over
all users in Fig. 4, using three different time periods of time
for event extraction, namely, one minute, ten minutes and
half an hour. It can be seen that about 60 percent users have
the probability of 0.25 to leave an AP together with other
users when using ten minutes to extract co-leaving events.
Analysis results on co-coming and encountering events (see
Figs. 5 and 6) are similar except that new WLAN users
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Fig. 6. The CCDF of encountering events.
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Fig. 7. The dynamic of the number of users on APs.

demonstrate rather independent behavior (indicated by the
slim gap between two CCDF plots of total co-coming events
and distinctive-pair co-coming events).

In summary, all previous observations imply that most
users do not leave or stay within an AP independently and
show strong sociality in their AP access behavior.

2.3 Impact of Sociality on AP Load Balance
In this section, we investigate impacts of pairwise social
relationships on the AP selection and load balance.

We first study co-leaving events as such events can
dramatically change both the distributions of the number of
users and workload among APs within a WLAN controller
domain. For example, Figs. 7 and 8 show the number of
users and throughput of two close APs under the same
controller, respectively, from 12:00 to 18:00 on May 21. On
the one hand, we find that the current AP selection strategy
adopted by the controller is quite effective during the time
period from 12:00 to 15:30 when both users and the traffic
load are rather evenly distributed. On the other hand, when
a sudden drop of the number of users from 17 to six on AP1
around 16:00 happened, we find the throughput of AP1 also
dropped about 65 percent, which leads to a big throughput
difference of about 20 Mbps between AP1 and AP2. It took
about 2.5 hours for the current AP selection strategy to
rebalance the workload between AP1 and AP2. To
quantitatively study the load balance among a set of APs,
we define balancing index as follows:

Definition 1. Given n APs, let T; denote the throughput of the
ith AP, i =1,...,n, the balancing index [5] is defined as
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Fig. 8. The dynamic of throughput on APs.
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Fig. 9. The mean Pearson correlation coefficient between any pair of
WLAN controllers.

We further define the normalized balancing index as

This index has been widely used in literature to assess
the balancing performance. Other fairness metrics, such as
max-min and proportional fairness [6], [7] may be applic-
able and left for future work. With different load-balancing
strategies, the balancing index ranges from 1 to 1 with
larger index value indicating better balance. For instance,
the average balance index drops about 42 percent during
the hour from 17:00 to 18:00 in the above example.

We further examine whether different WLAN controller
domains experience similar co-leaving event patterns. We
count the number of co-leaving events on an AP in every
10 minutes and get a vector of the number of co-leaving
events for each AP. For each WLAN controller, we compute
the mean Pearson correlation coefficient between any pair
of APs under the same controller, using their vectors of the
number of co-leaving events. Fig. 9 shows that the mean
correlation coefficients over top-10 WLAN controllers with
most users. It can be seen that the means of coefficients vary
dramatically from 0.12 to 0.58. For a majority of controllers,
the coefficients are small, which indicate highly diverse co-
leaving event patterns.

We then study the impact of net leavings in the domain
of a WLAN controller, which refer to the total number of
leaving users minus that of new coming users in a WLAN
controller area in a short period of time. As we observed
that co-coming events are more independent, the number
of net leavings heavily depends on co-leaving events.
Fig. 10 shows an example of the net leavings and the

o T

Net Leaving Users.

oo

Fig. 10. An example
balancing index.

of the net leavings and the corresponding
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Fig. 11. The Pearson correlation coefficient between net leavings and
balancing index on each WLAN controller.

corresponding balancing index from 8:00 AM to 20:00 PM
on May 21 in a WLAN controller, using 10 minutes to count
net leavings. It can be seen that the net leavings have direct
influence on the balancing index. As indicated by vertical
lines in Fig. 10, every time a large number of net leavings
will incur a drastic degradation of the balancing index
(e.g., around 8:30 AM and 11:30 AM).

To further study the tight connections between the
balancing index and the net leavings, we compute their
Pearson correlation coefficient. Fig. 11 draws the correlation
coefficients for top-10 WLAN controllers with most users.
Strong correlations have been observed in all these
controllers (e.g., the minimal correlation coefficient can
reach 0.59), which indicates that the AP load unbalance is
mainly affected by co-leaving events in social relationships.

2.4 Summary
In summary, we have the following key observations about
the social relations and co-leaving events.

First of all, the co-leaving events are universal and they
are one of the main causes of the unbalanced APs. In
particular, the net leavings have the directed consequence
on the AP unbalance.

Second, the unbalancing introduced by co-leavings can
somehow be repaired by the new coming users, while the
effectiveness depends on the new coming rate. When it is
not sufficient, the unbalance can last long.

Third, to minimize impacts of social relations in AP
balancing, users of strong social relations should be
dispatched to different APs so that even they leave together,
less impact is expected.

3 SociAL RELATION-BASED AP SELECTION

In this section, we deal with load unbalanced APs issues due
to users’ social activities by present a new social relation-
based AP selection algorithm for WLANs. We first introduce
the social relation index, a key concept in the algorithm
design. We then formally define the AP selection problem
with social relations and prove its NP-completeness. In the
last, we propose a simple yet effective algorithm and prove
that the algorithm has the complexity of O(n?log(n)), where
n is number of total users.

In the following, we start with discussing social
relation index.
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3.1 Strength of Social Relationships

As co-leaving events are the major factor that dramatically
affects the AP load balance, we define social relation index
to quantify the strength of a social relationship as follows:

Definition 2. Given two users w and v, the social relation index
between them is defined as

6(u,v) = P(L(u,v) | E(u,v)),

where L(u,v) and E(u,v) denote the co-leaving and
encountering events between u and v, respectively.

In other word, é(u, v) is the conditional probability that
u and v encounter at the same AP and then leave the AP in
unison. Thus, a high social relation index implies a
stronger relation between users and vice versa. We
consider the conditional probability of co-leaving events
is because co-leaving events are the main reason that
causes dramatic unbalanced workload among APs in the
same controller domain.

Fig. 12 plots the CCDF of the social relation index 6 for
every pair of users with co-leavings. A straightforward
finding is that the relations between users are quite tight.
For some pairs of nodes, nearly 35 percent encounters have
50 percent probability to incur a later co-leaving, and
20 percent encounters have the probability over 60 percent.

To investigate the fundamental traffic characteristics of
users with different social relations, we partition users into
five groups. Each group accounts about 20 percent of users
and is labeled from A to E. The ranges of the social relation
index for different groups are also depicted in Fig. 12. We
compute the traffic volume Pearson correlation coefficients
between users in the same group and draw the mean of the
coefficient for each group in Fig. 13. We find that, in
general, higher social relation users exhibit higher coeffi-
cients (group D and E), implying that users with tighter
relations have more similar traffic demands than strangers.
One of the possible reasons is that users with tighter social
relations may subscribe the AP for similar targets and do
similar jobs through WLANS, say, classmates in a class.
They should be distributed to different APs not only
because of their co-leaving properties, but also the similar
traffic demand patterns. Users of looser social relations
have no such properties.

3.2 Problem Statement

In this section, we formally define the AP selection
problem with social relation consideration. The original



2074

e
J

o o o o o
IS w ES 3] o
T T T T T

Traffic Correlation in Five Areas

o

0

Fig. 13. The average Pearson correlation coefficient between user traffic
with different social relation index in five areas.

AP balancing problem is to distribute the subscripting
users to different APs so that all the APs are kept balanced
in all the time, i.e., min(} 3). In practice, this problem has
no optimal solution because the optimal solution requires
the exact leaving time for each user. Such information is of
the future and can never be obtained. Fortunately, we recall
that the main cause of the AP unbalance is the user co-
leaving in social relations is (Section 4.2). Alternatively, we
take another approach toward the optimal AP balance
scheme. We try to distribute user pairs of tighter social
relations to different APs so that users in the same APs are
diversified. In other words, they have fewer social relations
and will be unlikely to present similar access behaviors.
The problem is formally defined as follows:

Social relation AP selection problem (SORAP): Given a
number n of users willing to subscribe to M APs from AP,
to APy, suppose each user u € [1,n] has a demanded
throughput w(u) and there is a social relation index
between any pair of users 6(u,v),u,v € [1,n]. Assume the
bandwidth of the APs are W (i), i = [1, M], the problem is to
find an allocation for each user to an AP such that

M
min : Z Z 6(u,v)

i=1 Yu,weA;
subject : Z w(u) < W(i),s € [1, M].
ucAP,

Here, the constraint ) ;. ,pw(u) < W(i) is due to the fact
that the aggregated throughput demands cannot exceed the
provided AP bandwidth.

Theorem 1. SORAP is NP-complete.

Proof. We prove the theorem by a reduction from the
weighted maximum cut problem, a well-known NP-
complete problem. Given a weighted undirected graph
G(V,E,W), where V is the set of nodes, F is the set of
edges, and W is the set of weights, the maximum cut is to
partition the nodes into a number NV of disjointed sets so
that the sum of link weights in each set is minimal.

The reduction is as follows: Given the set of users, we
construct a graph G'(V', E',W'), where V' is the set of
users, E' is the set of edges, and W’ is the set of weights.
If user u and user v have a positive relation index é(u, v),
then there is an edge e, € E' and the weight on this edge
is 6(u,v). We first assume that each AP has infinite
bandwidth. The SORAP of assigning all users to M APs
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AP SELECTION ALGORITHM

Input : 6(u,v) for all users u and v
Output : S(AP;)

1 initial A = {§(u,v)|Vi,u ¢ S(AP;)) Uv ¢ S(AP;)}
2 initial T(AP;) : > cap, w(u)
3 update A upon receiving new users
4 while (A # ()
5 {u,v} = arg max, ,(6(u,v) € A)
6 if Vi, u ¢ S(AP;) do
7 for each AP;,i=1,...m
8 Ci(u) = ZVwGS(APi)(S(uvw)
9 if T(AP;) +w(u) < W(i) then C;(u) = 0o
10 k = arg min; C;(u)
11 S(AP,) = S(AP,) +u
12 T(AP;) =T(AP,) + w(u)
13 if 3S(AP;), v e S(AP;), then A = A — §(u,v)

14 end while

Fig. 14. The pseudocode of a AP selection algorithm.

is to minimize S S . Ap0(u,v), which is equal to
find the maximum cut in the graph G’ so that the sum of
relation index of users in each AP is minimal. Therefore,
the SORAP is NP-hard even with unlimited bandwidth
of APs.

For the verification of the problem, given an
allocation and a threshold, we can easily compute the
S S e ap0(u,v) in polynomial time and check
whether it is below the threshold or not. Therefore,
the SORAP can be verified in polynomial time.

Combining these two statements, SORAP is NP-
complete. This completes the proof. 0

3.3 Online Greedy Algorithm

In this section, we propose an online algorithm called Social
Relation Distribution (SRD) to solve the SORAP problem.
We start from the design principles, and then present the
detailed algorithm. At last, we analyze the performance of
the algorithm and show that it has a conditional approx-
imation factor.

3.8.1 Design Principles

In general, the SORAP problem is to distribute users in
different APs so that the social relation index ¢ between
users within the same AP is minimized. Toward this goal,
user pairs with tight 6 should be dispersed in different APs.
We assign users to APs so that the minimum increment on
total ¢ is incurred.

3.3.2 Online Algorithm

For ease of presentation, we use the following notations.
Let S(AP;),i =1,..., M be the set of users associated in the
ith AP. For the AP selection algorithm, S(AP;) will be the
final output from which users can determine the AP it
associates with. Fig. 14 shows the pseudocode of the AP
selection algorithm. Notice that this is an online algorithm,
and therefore S(AP;) will not be empty initially. Let
T(AP;) =3 csap,w(u) be the traffic at the APs, and A be
the set of social relation index between users that have no
associated APs, i.e.,



XUE ET AL.: SOCIALITY-AWARE ACCESS POINT SELECTION IN ENTERPRISE WIRELESS LANS

A ={6(u,v) | VAP, u & S(AP;) Uv & S(AF,)}.

The algorithm starts by initializing the social relation index
set A. Upon receiving the subscription requests from new
users, the corresponding social relation index will be added
to its set A. The algorithm then enters the main loop from
lines 4 to line 14. It will continue the loop until the set A is
empty. In the loop, at line 5, we retrieve the maximal ¢
from A, i.e.,
{u,v} = arg rrﬁx(é(u, v) € A).

The next following operations will then to distribute v or
v when it has no association. Without loss of generality,
suppose u has no associations (line 6). Then, for each AP,
we compute a cost function Cj(u) as the estimated
increment of the total social relation index when u is added
to AP, i.e.,

Ii(u) = 6(u, w).
VweS(AP,)

Notice that the cost will be set as infinite if the
bandwidth constraint cannot be satisfied (lines 8 and 9).
The demand of each user bandwidth W (u) can be estimated
by user’s history trace as studied in work [8]. Among all
S(AP;), we find the one with the minimal cost C; and
distribute the user v in it (lines 10-11). We will then update
the traffic of the AP accordingly. In the last line, we update
the social index set A(line 8). When both u and v have AP
associations, we remove 6(u,v) from A. the algorithm
terminates when A is empty.

We then analyze the total time complexity of this online
algorithm. Indeed, the most costly operation is the retrieval
of the max social relation index é(u, v), which needs the sort
operation (line 5). It takes O(|A|log|A|) time where is the
number of social relation indexes. It can be up to n?, where
n is the number of users. Therefore, the cost of the sort is
O(n?logn). From lines 7 to 9, we need compute the cost
function. As in these operations, each 6(u,w) can be
calculated at most once. Therefore, the total cost is no more
O(]A] + M), where m is the number of APs. The other
operations from 9 to 13 are all single operations and take
constant time. With all these analysis, the worst running
time for the AP selection algorithm is O(n*logn + M).

3.3.3 Algorithm Conditional Approximation

In this part, we provide a conditional approximation factor
of our AP selection algorithm. When the constraint on the
AP bandwidth is always satisfied, we have the following
theorem. More general performance guarantees are left for
future work.

Theorem 2. SRD has the approximation factor of 71, where M
is the number of APs.

Proof. For a new user w, if v is associated with ith AP, we
define the internal social relations (ISW) with respect to
ith AP as

Lw) = > 8(uw), (1)

YweS(AP;)

and the external social relations (ESW) as follows:
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Ei(u) = 6(u, w). (2)
VweS(AP,) ij

Notice that the ISW is just the cost function we defined in
the algorithm design (line 8). Observing (2) and (1), we
have the connections between I;(u) and E;(u) as

Bi(u) =Y Ij(u). (3)

i
Defining U(u) = >, 6(u, v), we have
U(u) = Ei(u) + I;(u).

In line 10 in Fig. 14, we select the AP with the minimal
cost function I;(u) to associate. As there are M APs to
join, we have

M

Ii(u) <= "S(AP;)/M. (4)

J=1

Because of the (3), when the total internal social
relations increases by I;(u), the total external social
relations will increase by at least (M — 1)I;(u). When
the algorithm terminates and all users have been
associated, we have the relations between the total
internal social relations and total external social
relations as (4). Thus, consequently, at termination,
Yowe Li(w) <>, Ei(u)/(M — 1). Notice that the optimi-
zation goal in the problem statement is just to minimize
the total internal social relations Y v,I;(u), or equiva-
lently speaking, to maximize the total external social
relations Y v, FE;(u). Let F* denotes the optimal solu-
tion. It has the maximum total external social relations
being less than ) v,J;(u) + E;(u). In other words,

F* =% wEi(u)
F*

<=1/M.

Thus, the approximation factor of SRD is 1%% = L. This

completes the proof. O

3.4 Discussion

The online algorithm tries to associate new users to the AP
so that the increment of the internal social relations is
minimized. The rationale behind this strategy is to assign
users with strong social relationship to different APs
because they tend to come or/and leave together, which
may cause unbalanced workload of APs. Our algorithm can
be implemented on WLAN controllers, where most recent
historical login records of users can be collected and used
for extracting social relation indexes between users. We will
further investigate how much historical data should be used
for our online algorithm in the following section via
extensive trace-driven simulations.

Generally speaking, our algorithms can achieve much
performance gain in scenarios where users show obvious
social relationships. In public WLANs such as cafes and
airports, however, users tend to be more random compared
with the case in enterprises. It is not clear whether users in
those WLANSs also present strong sociality. The study is
beyond the scope of this work and we will leave the
investigation of relationships among users in public
WLAN:S for future work.
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Fig. 15. The balancing index versus the length of co-leaving extraction
time interval.

4 PERFORMANCE EVALUATION

In this section, we evaluate users’ sociality based AP
selection algorithm. We first introduce the evaluation
methodology, and then present the experimental results.

4.1 Methodology

We evaluate our SRD AP-selection algorithm based on
trace-driven simulations. We use the same trace as
described in Section 2 and use four-week trace data from
May 20 to June 17, 2011 as the learning stage for establishing
social relationships between users, leaving the trace data
from June 18 to June 21 for AP selection experiments.

We compare SRD AP-selection algorithm with the
state-of-art arrival-based algorithm, called Least Loaded
First (LLF) [1], where a new coming user is allocated to
the AP with the least workload. We consider the balance
index of throughput among all APs in WLAN controller
domains to evaluate the performance of our SRD and the
LLF algorithms.

4.2 Effect of Extraction Time Interval Length

We first examine the effect of the length of the time intervals
used to extract events on the load balancing performance.
As described in Section 2, an appropriate time interval helps
reduce fake social relationships. We vary the length of time
interval for event extraction from 1 minute to 1 hour. For
each time interval, we extract co-leaving events using
different amount of historical data and assign all users to
APs using the experimental data.

Fig. 15 plots the average normalized balancing index
over all WLAN controllers. It can be seen that, as the length
of extraction time interval gets larger, the normalized
balancing index first increases to a maximum when ten
minutes are used to extract events and then decreases. The
reason is that an inappropriately large time interval will
generate more co-leaving events, which facilitates the
calculation of social relationship strength between users.
On the other hand, it will also introduce more fake social
relationships as the chance for two non-related users to
share a common co-leaving event increases, which results
inaccurate social relationships. In contrast, a smaller time
interval can result more accurate social relationships but the
number of such relationships, which is important to SRD
algorithm, is less. In addition, we can see that more
historical data result better load balance performance.
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Fig. 16. The balancing index versus the age of historical data.

4.3 Effect of Training Stage

In this experiment, we examine the effect of the amount of
historical data for establishing social relationships to the
load balance performance. We choose different the time
intervals to extract co-leaving events and increase the time
for training social relationship index from last one day
(i-e., June 17), last two days (i.e., June 16-June 17) till last
28 days (i.e., May 20-June 17).

Fig. 16 shows the average normalized balancing index
over all WLAN controllers as a function of historical data.
For all time intervals, as more historical data are available,
the normalized balancing index increases and stabilizes
when the length of training stage reaches about four
weeks. This implies that information older than four weeks
does not help in capturing social relationships but does not
hurt either.

4.4 Comparison with LLF

In this simulation scenario, we use 10 minutes as the time
interval to extract co-leaving events and take all training
data for establishing pairwise social relationships. We use
the same experimental data for SRD and LLF to assign
users to APs.

Fig. 17 shows the average normalized balancing index
over all WLAN controllers and all experimental data as a
function of time in daytime. There are two main observa-
tions found in Fig. 17. First, it can be seen that SRD
outperform LLF over most time. On average, SRC can
achieve about 24.2 percent balancing index gain compared
with LLF. Second, the performance of SRD is more stable
and robust against user behavior than that of LLF.
Especially, SRD performs well when suffering co-leaving
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o
o

Nomalized Balancing Index

o
=

0.2 . . 1 1 . 1
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Weekday Time

Fig. 17. The balancing index varying under two methods in simulation.
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events. For example, in SJTU, time periods from 12:00 to
16:00 and from 17:00 to 19:30 are peak hours for classes,
against which SRD can achieve about 64.7 percent balancing
index gain against LLF. The reason is that SRD can
effectively cancel the negative impacts of social relations
on AP load balance.

To further demonstrate the effectiveness of SRD on all
sites, Fig. 18 shows the average normalized balancing index
on all sites with 95 percent percentage confidence error bar.
We find that SRD shows much higher stability than the LLF.
The error bar can be reduced by 87.6 percent overall. The
average normalized balancing index can be improved by
24.2 percent overall.

5 RELATED WORK

In this section, we introduce some related works. The
existing works can be classified into two classes.

The first class of works focuses on the AP balancing in
WLAN. The existing algorithms can be further divided into
two subclasses. One attempt to adjust the users during the
runtime [9], i.e., moving users from one AP to another.
These approaches have been widely challenged due to the
large computational overhead. In addition, users will
experience disruptions during the immigration, which is
undesired or even unacceptable. Another majority of
approaches distribute user when they arrive [10]. In the
work [11], an AP-selection strategy is proposed that takes
two major factors into account. One is the individual user
throughput, and the other is the impact on the performance
of other users who are already associated with the AP.
Nicholson et al. [3], [12] design the AP selection algorithm
based on the assessment of the AP. In its design, a node
tentatively associates with each of the AP and evaluates the
bandwidth and delay of the AP toward the Internet. The AP
with a better service quality will be selected. A load-balance
scheme [13] provides inter-AP fairness by adjusting the
transmission power of the AP beacons while minimizing
the load of the congested APs in the network. In [5], a
distributed load balancing system is introduced that takes
into account the AP loads defined as the aggregated uplink
and downlink traffic through the AP. The author in [14]
proposes to balance the load on the basis of the entire
network. In the design, demand clusters will select the AP
that is able to service the demand clusters and provide
ample bandwidth, rather than the closest AP that often has
the largest signal level. The author in the paper [4] proposes
an online AP association strategy that maximizes the
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minimum throughput among all users at the cost of an
acceptable overhead. A distributed algorithm [15] is
proposed where the APs can tune their cell size according
to their load and their neighbor’s loads in a way transparent
to the end users and thus improve the fairness and
performance. In [16], the authors proposed a unique
solution called Smart Access Point (SAP), which smartly
balancing the network load across multiple interfaces based
on users’ time-varying traffic load conditions. In [17], the
authors implemented an OFDM-based WLANSs called
HJam, which fully explored the physical layer features of
the OFDM modulation method and combined data packets
and a number of control messages to be transmitted
together. All these approaches, however, only consider the
arrival of the users, and none of them have taken the social
relations between users into account.

The other category studies the social relations in users
[18]. Hsu et al. [19] studied the user behaviors in AP access
and explicit patterns are observed. In [20], the authors tried
to understand the interuser interaction in wireless environ-
ments by investigating the internode encounters. The Small
World concept is explored. Furthermore, the author dis-
plays the feasibility of an infrastructure-less network, where
most of the nodes can be reached through utilizing
internode connectivity and encounters. These works only
consider the social relations among users and never study
the impact of such relations to the AP selection and balance
in WLANS [11].

6 CoNcLUSION AND FUTURE WORK

In this paper, we have studied the impact of sociality of users
on the AP selection and load balance in enterprise WLANS.
By systematically analyzing the social relation behaviors
through investigations on a real collected trace, we have
found that many users exhibit strong sociality in their AP
access behavior, such as leaving in unison, leading to sudden
unbalanced work load among APs. We have proved the
problem of distributing users with social relationships to APs
is NP-complete and proposed an online greedy AP selection
algorithm. Trace-driven simulation results show that our
algorithm can achieve about 64.7 percent balancing index
gain on average during peak hours in workdays comparing
with the state-of-the-art AP selection strategy.

In our future work, we will further study the social
relations on the WLAN performance. We will investigate
the user social behaviors in each site and in each AP, mine
their social behavior patterns, and explore more implica-
tions in the AP user management design. AP selections
based on other fairness metrics such as proportional
fairness is also a good topic.
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